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Abstract—The development of micro-rover technology could enable multiple applications. However, the range of control so far has been limited to the radio system used. If cellular (4G/5G) connectivity could be used, its control range would be practically infinite. This work describes the design of such a system. The micro-rover is controlled by an onboard GPS linked STM32 32-bit ARM-based microcontroller, which communicates with an onboard Linux computer. The control is over a 4G/LTE network, which can provide full manual (throttle and steering) or full autonomous (GPS waypoint controlled) navigation. A live HD video stream is used for driver awareness and navigation. With this approach, in this work, we demonstrate a 4G-connected micro-rover with semi-autonomous driving capability and a prototype command and control architecture with encryption that can punch through firewalls at the driver and rover end. At 0.3 m in length and 900-g weight, this is the smallest 4G-connected autonomous micro-rover ever demonstrated. Because of the 4G connectivity, its control range is practically infinite.

Index Terms—4G, autonomous vehicle, self-driving car.

I. INTRODUCTION

AUTONOMOUS and semi-autonomous remotely piloted vehicle technology is developing at a rapid pace for ground-based vehicles (self-driving cars, trucks, and rovers), aerial vehicles (drones, UAS, etc.), and even water-based vehicles. Several software tools based on open source are available for local control, but remote control is usually done via a custom RF interface designed specifically for the control link. On the other hand, Internet-based (including cellular) control is more versatile and with the prevalence of cellular data plans, offers a more economical, flexible, versatile, and broadly based communications technology with the potential to control fleets of cars, trucks, drones, boats, etc.

To date, although there have been full-size (human driver backup) demonstrations of “teleoperation” (i.e., remote driving) [1]–[4], no miniature fully autonomous 4G-connected rover has been demonstrated at this scale. In this work, we demonstrate the smallest (under 0.3 m long, and weight under 900 g) autonomous 4G-connected rover ever made. The applications are different than human transport and could include multiple scenarios where small size, low power, and low-cost rovers could be deployed at scale. The power for the electronics is only 10 W or less, much lower than the power used for full-size self-driving car navigation and remote control systems. We measure the glass-to-glass (GtoG) video latency as well as packet [round trip time (RTT)] latency in this setup, which has never been done before for such a small compute platform. We show the video latency in this miniature system, although still higher than desired for full manual control, is comparable to other demonstrated systems, and suggest avenues for improvement. Finally, we demonstrate a novel, self-healing network architecture that allows full encryption with simultaneous ability to tunnel through firewalls for the ultimate in flexibility and mobility, needed in a dynamically changing and unpredictable 4G network environment “in the field.” Because of the 4G connectivity, the range of control is essentially infinite, limited only by the size of the Earth, a first for miniature rover technology.

II. HARDWARE/SOFTWARE STACK

The hardware/software stack enables 4G/LTE command and control as shown in Fig. 1. The protocol used for the control is Mavlink [5]. The architecture is described next.
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The software for the onboard firmware is Ardupilot Rover v. 3.5.2. The Raspberry Pi runs an open-source packet router called Mavlink Router [8], developed and maintained by Intel. Mavlink Router passes Mavlink packets to specific IP addresses. A cloud-based architecture, discussed below, guides the command and control packets to/from the vehicle to/from the remote driver. The remote driver runs an instance of Mission Planner software [9] on a local Windows 10 PC, with a USB joystick/steering wheel attached. Otherwise, the Mission Planner software can allow the driver to define waypoints and have the vehicle proceed to those waypoints autonomously. The local PC also uses a Web browser to access the live video stream.

III. NETWORK ARCHITECTURE

The advantage of using a 4G/LTE network for command and control, as opposed to a custom network created just for this use case, is as follows. First and foremost, the network infrastructure is already in place, and can be used in a very economical manner. Second, the network infrastructure allows the arbitrary distance between driver and vehicle. Finally, the network infrastructure is scalable to millions of users. Thus, this approach is advantageous compared to building and maintaining an architecture specifically for remote piloting of vehicles.

In order to leverage the 4G/LTE infrastructure, a networking architecture must be designed, developed, and demonstrated prior to mass deployment. This architecture must be able to penetrate through firewalls on potentially both ends of the connections, penetrate through NAT, be self-healing in case of lost connection, and be able to dynamically respond to changes in network address conditions as the vehicle is handed off from base station to base station. Ideally, the connection should be verifiable and encrypted to avoid software attackers from taking control of the vehicle for safety reasons.

In this work, we develop, demonstrate, and test two such architectures, one based on a cloud Linux system with fixed IP, and another based on a dynamic peer-to-peer network. Both are indicated in Fig. 4.

A. Fixed IP Cloud-Based Linux Architecture

The general idea here is to use a fixed IP address Linux instance in the cloud to coordinate the Mavlink packets from vehicle to driver. The cloud service provider used is AWS, but any Linux cloud machine will suffice. Reverse SSH is used to encrypt the traffic and penetrate firewalls. Auto-SSH is used with a redial time of 5 s to reconnect in case of lost connection. All of these software requirements are open source and readily available. This architecture was also developed and demonstrated by us for a flying wing UAV [10], and the setup scripts are available as open source under GPL3 license at www.gitlab.com/pjbca/4GUA V. However, they were not tested for latency quantitatively as we demonstrate below. The reason the video latency was not tested quantitatively in that work is that it is too dangerous to attempt manual flight. Therefore,
this ground vehicle platform has a significant advantage as a testbed for 4G/LTE command and control of autonomous vehicles of all kinds, be they land, air, or sea.

B. Peer-to-Peer Based

Rather than route all traffic through a centralized server, an alternative architecture would set up an encrypted tunnel directly between the vehicle and local driver PC. Such a VPN solution is in general possible but must be easy to configure and be able to dynamically reconnect in case of changing network situations. It turns out that such a technological solution exists and is offered as a freemium service by ZeroTier [11]. The technology installs a client app on the local or onboard computer and creates an encrypted peer-to-peer virtual network in a way that is transparent to the user. The user gets an IP address and can directly contact any other device once it has joined the virtual network, using the other device’s IP address. The handshakes and setup are handled by cloud-based servers, but once the peer-to-peer network is established, the centralized server is no longer used.

The use of ZeroTier has been demonstrated in a proprietary UAV case [12], and also an open-source platform for one specific flying wing which is no longer manufactured [13]. However, an end-to-end test of the latency as well as an open-source, general purpose demonstrated has not until now been demonstrated for ZeroTier for any vehicle (land, air, or sea).

C. Local Command and Control (Backup)

A separate local radio control link can also be used, but was only used for diagnostics. All of the driving missions in this article were performed with the local radio controller turned off, so all control was over the 4G/LTE connection.

D. ZeroTier Versus Custom Solution

The advantage of using ZeroTier is that the connection is automatic and transparent to the user, and requires little user input once properly configured. It is also much easier to configure in the beginning, and does not require a third-party server to be maintained by the user. A further advantage is that,
The disadvantage is that, if the connection is dropped or broken, the diagnostic feedback to the user is very minimal and the user is left to just wait for the system to reconnect, which takes up to a minute. Although the ZeroTier software is optimized for different use cases, in principle this could be adjusted in the future (ZeroTier Corporation, private communication). In contrast, with a custom solution, the user can manually or set up for auto reconnection and monitor all of the network connections using Linux command line open-source tools, which are much more mature.

Note that we did not find any additional appreciable CPU overhead for the ZeroTier client software on the Raspberry Pi Zero W, indicating that is a nonissue. (This was not clear in our prior publication [10].)

IV. DEMONSTRATION OF PERFORMANCE

We discuss the performance of this system next in driving and network speed.

A. Driving

The Ardupilot software is very well developed with a variety of modes from complete manual control to complete autonomous control. Both are demonstrated in this work.

1) Manual: In manual control, the control inputs by the remote driver directly translate into the movement of the steering servo or throttle setting. In this mode, although there is significant latency, it is possible to remotely drive the vehicle using the streaming video. A test drive of 1.5 h on the sidewalks of a local neighborhood was performed to demonstrate the control over 4G/LTE. The driver was inside a building and had no visual contact with the vehicle during the entire test drive. The vehicle disconnected three times during the drive but quickly (within under 10 s) reconnected. A “spotter” walked along with the vehicle as a safety measure. Manually, piloting on a sidewalk was possible with some practice. The path driven is shown in Fig. 8.

2) Autonomous: In autonomous mode, the vehicle relies on the GPS for location information. Since the GPS precision is roughly of order 1 m, autonomous missions on the sidewalk...
were not precise enough. However, autonomous waypoint missions on a street were possible (done on side streets to avoid traffic). In “guided” and “waypoint” modes, the rover drives to (navigates autonomously) predefined waypoints. The number of waypoints is limited only by memory but we have demonstrated proof of concept for few (10) waypoint missions only. The autonomous algorithm and performance expected are well documented in the Ardupilot software documentation, and so the reader is referred there for further description of the nuances of all the autonomous modes.

B. Video

The Raspberry Pi acts as a webcam streaming video, and also records to a local SD card. Although there is significant latency (see below), the quality was 1080 and very high. Fig. 9 shows example video in various lighting conditions.

C. Latency

One of the most significant challenges of long-range control is the latency of the network. We have characterized the “GtoG” and “RTT” latency in this system. In contrast, prior literature using Intel i7-based PCs with 100-W power consumption and much larger footprint (below), this work is the first characterization of these in a microcontroller-based system with a miniature single-board ARM-based Linux computer with low dc power consumption (below 10 W).

1) RTT Latency: RTT is the round trip time, defined as the time to send and receive a SYN-SYNACK message in a TCP architecture (SYN to SYNACK packet delay). In our case, this was under 50 ms for the 4G connection, and under 40 ms for the WiFi connection. We measured this with the PING utility in Linux, the common technique (see the comparison to other work section below). This latency is comparable to other studies (see the comparison to other work section below).

A speedtest.net on the Linux test showed a bandwidth of 20–50 mb/s, which is more sufficient for the video applications presented below.

2) Glass-to-Glass Latency Definition: While the RTT time is the network latency, the user experience is the GtoG video latency.

This includes all of the intermediate steps (handshakes, handoffs, hardware layer, software layer, encryption/decryption, video encoding/decoding, etc.)

Fig. 9. Representative streaming video quality for various lighting conditions.

We first discuss the methodology, then the results, then a comparison to known SOA.

3) Glass-to-Glass Video Latency Methodology: The latency of the video was determined as follows. The rover camera was shown an image of a video with a timestamp (1-s progress bar, repeating) on the video. The rover camera then fed the video through either WiFi or 4G network to a client, which was a desktop PC. The desktop PC monitor was the same monitor used to show the video image with the progress bar. By comparing the two images (the original, and the “broadcasted” image), the GtoG video latency could be determined.

This method was invented by us independently, but after we implemented it we found that several research groups have used substantially similar methods or variations on this method (using the QR code or clock images in some cases) to determine GtoG video latency. The reader is referred to [14]–[18]. Therefore, our method is well established in the literature.

4) Glass-to-Glass Video Latency Results: The results for the video latency test are compared in Fig. 10. The G4 latency is of order 700 ms, which is a significant challenge for manual control. For autonomous waypoint missions, it is acceptable. A separate test used the local WiFi network for connectivity as a comparison. In this case, the AWS server is not used and a local network is set up, so that the Windows 10 PC and vehicle Raspberry Pi WiFi connection are both on the same subnet and do not pass traffic beyond the router. The video latency, in that case, is about 200 ms.

When the ZeroTier is used over the 4G or the wireless, there seems to be an additional 50 ms. We suspect this is because of the extra load on the Raspberry Pi Zero W, which is already quite loaded with the video processing for the webserver. This likely is not there with a better processor.

Finally, when the vehicle was on both the WiFi and 4G simultaneously, the ZeroTier software was able to dynamically route the traffic so that the (faster) WiFi was used, when available, demonstrating that the ZeroTier approach does succeed at finding the fastest route between vehicle and remove driver PC.

5) Latency Compared to SOA: The origin of the extra 500-ms latency of 4G versus local WiFi is not clear. The speedtest of 30 mb/s and ping times of 50 ms or less show that the latency is not directly calculable from these singleton tests.

The 200 ms of WiFi is better studied. An open-source project to minimize latency in WiFi video transmission has shown that the WiFi protocol can be adjusted in firmware to reduce the number of packet handshakes and get the video

Fig. 10. Video latency for different configurations of network for this work (left four bars), and comparables from state of the art (right bars).
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V. DISCUSSION

A. Drones

We recently developed a similar platform for a flying wing in UAV [10]. However, in this work, we have extended it to: 1) test the ZeroTier tunnel solution; 2) test the video latency; and 3) test full manual control. Due to the latency, full manual piloting of the flying wing was deemed too dangerous and not even attempted. This clearly shows how this ground vehicle, being much safer, can serve as an excellent testbed for remote control of all kinds of vehicles, be they land, air, or sea. We anticipate this will be useful for many future drone-based technologies as a safe, simple, and “rapid prototype” platform for future Internet-based command and control software, hardware, and cloud-based architectures.

B. UTM Test

One of the challenges of drones is air traffic management. An integrated network solution is likely going to be a significant component of this [24]. However, testing of the networking and hardware/software architecture can be done under much safer test conditions with ground-based vehicles as a testbed. This allows for more rapid prototype, failure modes to be more quickly identified and tested, and new innovations to be more quickly fielded and tested. Thus, this work also lays the foundation for a safe testbed of unmanned traffic management (UTM) for drones.

VI. COMPARISON TO PREVIOUS STUDIES

A. Teleoperation of Cars

In the state of California, it is a law that driverless cars must have a remote control backup. Several companies have given press releases [1]–[4], about teleoperation technologies, some over 4G, but all with full-size cars (not micro-rovers as we discuss here).

B. 4G-Connected Drones

The prior art on this was reviewed in our recent paper [10] and we refer the reader there for comparison of drone work to our network architecture. For example, we compared our approach to that of the software company UAVMatrix, which provides a proprietary solution based on ZeroTier for drones (but not yet rovers as we present here).

C. Vehicle-Independent Testbed

Rovers, drones, and sea vessels have one thing in common: they all move. The control electronics to control the movement and the software has many similar characteristics: PID control, GPS navigation, and motor and servo control. It turns out the Ardupilot software and flight controller hardware (such as the STM32 ARM-based microcontroller used here) can be used for all three modes of vehicles. The micro-rover platform, however, is the easiest and safest to operate. It is easiest because it cannot sink like a sea vehicle, and cannot fly away or crash if it stops moving like a drone or flying wing. The micro-rover platform presented here is much safer than a full-sized “self-driving car.” The collision of a micro-rover with a human or other vehicle in general causes no damage to person or property.

C. Latency: Glass-to-Glass Versus RTT Time

RTT latency and GtoG latency are two different quantities which are frequently confused in the literature. A typical claim is that 4G latency is below 100 ms, but that is the RTT or packet (for a single frame) latency, not the GtoG latency which a user experiences and therefore cares about.

Kaknjo et al. [25] considered latency in remote driving of a marine rover (ROV). They defined the GtoG latency as we did, i.e., “the time that passes from the moment when an event occurs in front of a camera lens to the moment when that event is displayed on a monitor. The monitor can be connected directly to the camera (monitor is in close proximity to the camera and connected with a single cable to it), or the monitor can be located anywhere in the world (and connected to the camera over the Internet, not in close proximity).”

Kaknjo et al. [25] found latency for packet transferal to be 40 ms over Internet, and under 10 ms with local area network (LAN). However, they found GtoG latencies of 500–1000 ms for LAN and Internet, depending on whether MJPEG/H264, UDP/TCP were used. This was with Intel i7 processor-based PCs. They also found webcam delay alone of 100–250 ms. So the packet traversal time/latency for a single UDP packet in a video streaming application is a very different metric than the GtoG time which is what is important from a user point of view.

While many studies have defined the latency in terms of packet round trip propagation time, that is NOT the latency
that matters to the end user, and only ONE of the components. Therefore, studies which only focus on that latency are misleading as they do not analyze the entire system chain. Uitto et al. [26] evaluated 5G in the context of remote control using a 5G testbed and find network latencies of order 1 ms. Note again, this is not the GtoG latency. For example, Neumeier and Facchi [27] found an LTE GtoG latency of 200 ms, but only 50 ms of that was due to RTT, the remaining due to “system latency” and packet loss. If that RTT was reduced to 1 ms in 5G, the GtoG latency would still be 175 ms in a 5G deployment. It is very misleading for 5G papers to quote a 1-ms delay as if that is the end user experience. It is not.

In order to further study this, [28] has a comprehensive analysis of the delay of GtoG and even calls it GtoG. Network delay time (RTT) is only 1 of 13 different delay times in the total GtoG delay. Therefore, claims of sub-100-ms latency over 4G are more like ping times and not GtoG latency. Our GtoG latencies are consistent with those of Kaknjo et al. [25], which used various ISPs and found GtoG latencies of up to 1 s.

D. Significance of Latency

The significance of the latency is linked to the mission of the device. For example, in some cases, the vehicle is under autopilot control heading to specific waypoints with no active control from the remote pilot. In this case, the latency is not a factor. In the other extreme, the vehicle is under fully manual control of the remote pilot, and may be confronted with a random, dynamic environment such as a falling obstacle or other vehicles. In this case, latency is critical for the operator to be able to adjust quickly to unpredictable challenges. Another example where latency is significant is navigating narrow paths. For example, we found it possible to navigate manually and remain on a sidewalk at low speeds but it required intense concentration due to the latency. In summary, the latency is important for manual operations but for autopilot missions, without dynamic obstacles, it is not important.

E. Detailed Breakdown of Prior Studies

Liu et al. [29] used a 1/10 scale RC car with simulated LTE delays of up to 350 ms. They also measured RTT in LTE using packet delay of video frames UDP. They found under 100 ms typically.) They studied user workload and human performance on a test track and found that the variability in the delay was the most significant. It was a simulated LTE network, not a real one. Note the RTT was the packet delay for a single packet (frame), NOT the GtoG latency. In related work, [30] (also a major source, cited by 1058 papers) uses SYN to SYNACK packet delay as a measure of RTT, and find under 100 ms for small packets on LTE.

Juang [31] demonstrated a golf cart with teleoperation but did not have many details in the short conference paper based mostly on compression algorithms of nonvideo data back and forth between remote pilot and vehicle.

Kang et al. [32] considered the hypothetical case of human RC backup drivers for self-driving car applications in case of system failure. They evaluated the latency of LTE and said it can be 100 ms. They call this “frame latency” which is basically latency for transmitting a single frame of video, NOT the GtoG video latency. They used a custom android app to measure LTE and WiFi latency (two-way frame latency), frame size, and loss rate at various resolutions using h264. They found 50–100 ms for their h264 settings, taken from Skype and Google Hangout.

Huang et al. [33] developed a passive measurement tool to study the inefficiency in today’s LTE networks. Reference [33] is a definitive authoritative study of LTE performance to date (cited 370 times to date), and defines network latency as RTT at the single TCP packet level: the time between SYN, SYNACK, and ACK. This is VERY different than the GtoG definition we use, since it is at a very low level (single TCP packet level). Even though the RTT can be below 100 ms for very small packet sizes (rising above 500 ms for larger packet sizes), this is not the same as GtoG.

Kang et al. [32] mentioned “In today’s LTE networks, it is usually possible to accomplish a two-way communication latency of around 100 ms when streaming frames of various resolutions by using standard video compression algorithms [13]” However, [34] does not discuss latency at all!

Saeed et al. [35] considered the 5G and simulated available data rates for a hypothetical 5G system used for remote driving in a city, but latency is not discussed. Neumeier and Facchi [27] studied the idea of adjusting the speed and route of remote (“teleoperated”) cars to minimize delay and latency in video feeds. They find an RTT of 55 ms on LTE. They also find a total (GtoG) latency of 200 ms (55-ms RTT, 20-ms packet loss, and 125-ms system, without a detailed justification about “system latency”), thus demonstrating the RTT is only one component of the total GtoG latency in a video streaming teleoperation for remote driving applications.

Shen et al. [36] used an i7 PC on each end, NTP sync, and a QR code embedded in each for GtoG video latency measurement. They find WiFi video (GtoG) latency was found to be 105 ms, and 4G 180 ms. But the QR code is inserted after the image has been transferred to PC memory from camera so it is not a complete measure of GtoG latency.

In [37], they use ping to find RTT in LTE using PING, as we did in this article. They found under 100 ms for 4G/LTE, very similar to our results.

F. Prior Literature on Methods to Measure Latency

How is latency measured in the academic literature and in industry? Liu et al. [29] referred to a website (FierceWireless) which link is not up anymore saying average latency is “with the mean RTT ranging from 75 to 83 ms [15].” Other latency measures on the same website (FierceWireless) are listed, and the definition is given in website [38]. “For the latency test, OpenSignal runs three ICMP pings on google.com and takes the average.” Therefore, it seems that even scholarly literature relies on ping as a test and definition of latency in LTE systems. As we mentioned above, we get pings from our rover to google.com of 50 ms, but that is VERY different than the GtoG latency. In sum, to say a ping test is the same as GtoG latency a user would experience is completely ignoring many of the most important delay factors. In our opinion, a ping should never be allowed in the academic literature on video latency.
Regarding the methods to measure GtoG latency: As Kaknjo pointed out: Kryczka et al. [14] compared the following techniques for transmitting timestamps in video frames: 1) EAN-8 barcode; 2) Arabic numerals; and 3) a progress bar. Kaknjo used a barcode and NTP sync PC to PC. This manuscript uses a progress bar. References [15], [16] take a similar approach. Our approach is different because both PCs do not need to be synchronized to the absolute time. Reference [39] is like ours: it sends a signal, then reads back the sent signal. They use a barcode. We use a progress bar. References [17] and [18] use running clocks as we do. Therefore, our GtoG latency technique is well established in the academic literature.

G. Human Factors

There have been some studies on the impact of latency on human, manual driving [32]. The effects of time lag on human performance were also investigated in [40]. In this work, we are not yet at low enough latency to envision manual control for high speeds with precision. However, we have demonstrated low-speed (1 mph) manual control keeping the vehicle on the sidewalk for a distance of over a km. The author was the subject and the author learned to compensate for the latency and did not have a single crash for the entire hour.

H. What Is New in This Work

There are multiple main differences between this work and previous studies. First, this work is the smallest 4G-connected autonomous rover ever constructed. Second, it is the lowest power budget ever shown, at under 10 W, using the lowest power ARM architecture ever shown. Third, this study shows several advances in networking architecture above and beyond prior studies, including an end-to-end encryption, a self-healing architecture in case of temporary lost 4G signal, ability to punch through firewalls at both ends of the link (important so the driver can be in any Internet-connected environment), and also evaluated a commercial peer-to-peer self-healing VPN solution. Third, the GtoG video latency and packet latency (RTT) are evaluated quantitatively using methods that have been vetted in the academic literature by multiple groups in the past ten years. The impact of encryption, low compute power, low electronic power budget, on video GtoG performance has never been evaluated in any remote driving system in the literature before, let alone for the micro-rover system we show here.

Thus, this article demonstrates the ultimate in miniaturization of autonomous, GPS-guided, cellular-connected, low-cost rover technology, with power budget of less than 10 W and size of order 0.1 m. Whereas all prior work in this field has focused on human-scale self-driving cars with kilowatt computer power budgets, this work opens the door to a myriad of applications where small size, low cost, and low-power budget are needed, such as chemical and biological weapons detection, remote sensing, environmentally friendly surveys, disaster relief efforts, low resource environments, such as off-grid remote locations, hostage rescue and reconnaissance, and medicine delivery in times of natural disaster. Finally, the micro-rover approach is safe and can be a powerful educational tool for university students and hobbyists interested in getting their feet wet in cellular-connected autonomous vehicles.

Note Added in Proof: An updated method of video streaming (which uses H264 instead of MJPEG encoding) with lower latency over 4G (under 250 ms) was added to the gitlab repo https://gitlab.com/pjbca/4guav after this paper was accepted for publication.

VII. CONCLUSION

We are using a very common, cheap S, light (10 g) Linux board (Pi Zero W) with 1 g HD camera that uses about only 1 W of power. And we are using an open-source webcam program. The miniaturization is a unique aspect of this. The 4G modem is about 10 g. So the entire control, computing, and communications system is weighing in at under 40 g and lives in a few cubic cm and therefore is a very unique, micro-system that can be used for all sorts of micro-vehicles (air, land, and sea). The application space is very different than Tesla or Google self-driving cars which cost tens to hundreds of thousands of dollars, weigh literally tons, and have kilowatts of available power for computing and communication.

Thus, this article demonstrates the ultimate in miniaturization of autonomous, GPS-guided, cellular-connected, low-cost rover technology, with power budget of less than 10 W and size of order 0.1 m. Whereas all prior work in this field has focused on human-scale self-driving cars with kilowatt computer power budgets, this work opens the door to a myriad of applications where small size, low cost, and low-power budget are needed, such as chemical and biological weapons detection, remote sensing, environmentally friendly surveys, disaster relief efforts, low resource environments, such as off-grid remote locations, hostage rescue and reconnaissance, and medicine delivery in times of natural disaster. Finally, the micro-rover approach is safe and can be a powerful educational tool for university students and hobbyists interested in getting their feet wet in cellular-connected autonomous vehicles.

Note Added in Proof: An updated method of video streaming (which uses H264 instead of MJPEG encoding) with lower latency over 4G (under 250 ms) was added to the gitlab repo https://gitlab.com/pjbca/4guav after this paper was accepted for publication.

APPENDIX A

TABLE OF ABBREVIATIONS

We present a table of abbreviations in Appendix A.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>HD</td>
<td>High definition</td>
</tr>
<tr>
<td>UAS</td>
<td>Unmanned Aerial System</td>
</tr>
<tr>
<td>GtoG</td>
<td>Glass to glass</td>
</tr>
<tr>
<td>TBS</td>
<td>Team Black Sheep</td>
</tr>
<tr>
<td>UART</td>
<td>Universal asynchronous receiver-transmitter</td>
</tr>
<tr>
<td>USB</td>
<td>Universal Serial Bus</td>
</tr>
<tr>
<td>SSH</td>
<td>Secure Shell</td>
</tr>
<tr>
<td>AWS</td>
<td>Amazon Web Services</td>
</tr>
<tr>
<td>RX</td>
<td>Receive</td>
</tr>
<tr>
<td>TX</td>
<td>Transmit</td>
</tr>
<tr>
<td>MIPS</td>
<td>Millions of instructions per second</td>
</tr>
<tr>
<td>UTM</td>
<td>Unmanned traffic management</td>
</tr>
<tr>
<td>LAN</td>
<td>Local area network</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>NTP</td>
<td>Network Time Protocol</td>
</tr>
<tr>
<td>VPN</td>
<td>Virtual private network</td>
</tr>
<tr>
<td>ARM</td>
<td>Advanced RISC Machine</td>
</tr>
<tr>
<td>STM</td>
<td>STMicroelectronics</td>
</tr>
<tr>
<td>RTT</td>
<td>Round trip time</td>
</tr>
</tbody>
</table>

APPENDIX B

MULTIMEDIA

A multimedia demonstration of this work is available at https://www.youtube.com/watch?v=fY8QOdgml-s.

APPENDIX C

OPEN-SOURCE CODE

All of the code for this project is open source. The autopilot firmware is available at www.github.com/ardupilot.
The Mavlink packet routing software is available at www.github.com/mavlink-router. The webcam software for the Raspberry Pi is available at https://github.com/silvanmelchior/RPi Cam Web Interface. The code developed by the author to coordinate all the SSH tunnels and link all the systems together (controller to Raspberry Pi to 4G modem to cloud Linux server to local Windows 10 PC) is all available on an open-source repository at www.gitlab.com/pjbca/4GUAV.
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